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Abstract : The non performing assets (NPAs) or bad loans, as we understand generally, have always been one of the key 

challenges for Indian banks and financial institutions and they have been adversely affecting the sustainability of these 

financial service providers. While performing the basic function of extending credit in order to earn interest income, 

however, it is also important for these institutions to have an efficient and effective credit risk assessment mechanism in 

place, so that, a proper balance between profitability and sustainability is maintained. Credit scoring models are one of 

the most important components of credit risk assessment mechanism and banks and financial institutions of many 

developed countries have developed credit scoring models based on advanced technologies. On the contrary, most of the 

Indian banks are still dependent on the traditional way of developing credit scoring models, which might be a deterrent 

against ensuring safe credit policy amidst the COVID – 19 pandemic. 
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I. INTRODUCTION 

One of the major functions performed by the banks is 

through providing loans and advances to their customers. 

However, while providing these kinds of services these 

banks run the risk of non repayment or loss of payment and 

these kinds of risks are termed as credit risk. In other 

words, credit risk is defined as the probability of default 

associated with repayment of the loans and advances 

provided to the customers of a particular bank or a financial 

institution.  

When these loans and advances remain unpaid for a 

specific time period, these are termed as bad loans or non 

performing assets. As credit risk increase, it increases the 

probability of a loan turning into a bad loan or NPA and as 

the number of NPA increases; it adversely affects the 

profitability and the long term success as well as poses a 

threat to the sustainability of the bank. Therefore, in order 

to mitigate credit risk, it is vital on part of every bank to 

have an appropriate and robust credit risk assessment 

system in place without which problems like NPA can’t be 

resolved in an effective manner. Also at a time when the 

Indian economy is going through a tough phase due to the 

spread of COVID -19, and there is tremendous pressure for 

revival of the Medium, Small, Micro Enterprises (MSME) 

sectors, this research is expected to help banks develop a 

defence mechanism for protection against giving loans to 

doubtful customers 

Non-performing assets (NPAs) 

As per the definition of RBI, an asset becomes non-

performing when it ceases to generate income for the bank. 

A non-performing asset was defined as a credit facility in 

respect of which the interest and/or instalment of principal 

has remained ‘past due’ for a specified period of time i.e., 

more than 90 days. Non-performing assets are classified 

into three categories based on the time period for which 

they remained non-performing, namely, sub standard assets, 

doubtful assets and loss assets. 

Sub-standard Assets: A sub-standard asset was one, which 

has remained NPA for a period less than or equal to 18 

months. In such cases, the current net worth of the 

borrower/ guarantor or the current market value of the 

security charged is not enough to ensure recovery of the 

dues to the banks in full.  

Doubtful Assets: A doubtful asset was one, which has 

remained NPA for a period exceeding 18 months. A loan 

classified as doubtful has all the weaknesses inherent in 

assets that were classified as sub-standard, with the added 

characteristic that the weaknesses make collection or 

liquidation in full, – on the basis of currently known facts, 
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conditions and values – highly questionable and 

improbable. 

Loss Assets: A loss asset is one where loss has been 

identified by the bank or internal or external auditors or the 

RBI inspection but the amount has not been written off 

wholly. In other words, such an asset is considered 

uncollectible and of such little value that its continuance as 

a bankable asset is not warranted although there may be 

some salvage or recovery value. 

The vicious circle of NPA  

NPAs also follow a vicious circle which indicates that, a 

lack of a robust credit risk management system will lead to 

inefficient credit risk assessment and credit scoring, which 

in turn, will lead to faulty credit decisions and it will 

increase the number of bad loans or non-performing assets 

and again, higher NPA will lead to low profitability, 

liquidity and investment. The entire process is depicted by 

the figure below. 

              

  

Although a number of parameters associated with 

profitability of banks, which get adversely affected by non-

performing assets are there; however three of them, namely 

Return on assets (RoA), Return on equity (RoE) and net 

interest margin (NIM) are considered by the researchers to 

be most appropriate for the current study. 

Credit Scoring 

Credit scoring has been one of the most important 

techniques used for classification of customers of a bank 

into defaulters and non defaulters. It is one of the widely 

used parameters for credit risk assessment. Credit score is a 

numerical value assigned to a customer on the basis of 

certain information such as demographic and financial 

information pertaining to the customer to represent the 

creditworthiness of the customer.  

With the introduction of Basel II Accord, it has been 

inevitable on part of the banks to implement the most 

appropriate credit scoring techniques for their credit 

portfolios. 

This paper is organized in the following manner. The first 

section, that is, section I, consisted of the introduction, the 

next section, i.e., section II consists of the review of 

literature; followed by section III consisting of the research 

methodology. Again, in section IV results and discussions 

are illustrated by the researchers. Section V includes 

conclusion followed by section VI that includes future 

scope of research. References are also provided at the end 

of the paper to help the readers in understanding the 

concepts related to the study. 

       II. LITERATURE REVIEW 

In the context of research, credit risk assessment and Non-

performing assets has been one of the most widely studied 

area of research not only in India but across the globe, in 

the recent past and its importance have grown enormously 

over the years. Out of the many literatures, several 

important contributions made in this area have been 

discussed in the context of the present study.  

Parab and Patil, (2018) carried out a study that aimed at 

assessing the influence of credit risk on the performance of 

public and private sector banks in India. They used 

correlation and panel regression models for analysis. They 

concluded that, the efficient and effective performance of 

the banking industry of a country over a period of time is an 

indicator of the financial stability of a nation and the extent 

to which banks extend credit to the public for productive 

purposes accelerates the process of development. 

Sharifi and Akhter, (2016) carried out a study to analyze the 

effect of non-performing assets on the profitability of public 

sector banks of India. The analysis and findings of the 

study, showed that, non-performing assets have a negative 

and significant impact on the bank’s financial performance. 

They further suggested that, public sector banks should be 

allowed to come up with their own measures in addressing 

the problem of non-performing assets. 

Singh and Vashisht, (2019) in their study had taken into 

account the credit risk management in Indian banks with 

special reference to non-performing assets as it has become 

a critical performance area for all banks in India. They 

concluded the study with a note that, there was no 

significant difference between the public and private sector 

banks with respect to the NPAs and the tools and 

techniques used to reduce it and they also found that, the 

most prevalent cause for the prominence of NPA was high 

cost of funds in public sector banks and in private sector 

banks the most prevalent cause was wilful defaulters. 

Bawa et al. (2019) carried out an analysis of non-

performing assets of Indian banks. This study evaluated the 

effect of financial ratios on bank NPAs using a 

comprehensive framework of 31 variables under the 

intermediation approach. They have used a bank’s 

operating, liquidity, solvency, profitability, capital 

adequacy and business development capacity together to 

identify the determinants affecting NPAs in the Indian 

banking system.  
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According to, Bekhet and Eletter, (2014) credit risk is the 

most critical and the biggest challenge facing banks’ 

management as the inability to precisely determine risk 

adversely affects credit management. They put emphasis on 

evaluating both accept and reject decisions because when 

credit manager approves a loan, he/she risks the possibility 

that the customer may be unable to repay his/her obligation. 

Conversely, when loan is rejected, there is a risk of losing a 

potentially profitable customer to competitors and the risk 

of opportunity cost.   

According to Brown and Mues, (2012), in the previous 

research literatures, portfolios that can be considered as 

very low risk, or low default portfolios(LDPs), have had 

little attention paid to them in particular with regards to 

which techniques are most appropriate for scoring them. 

Therefore, there was a need to conduct a study taking into 

account real life imbalanced credit scoring data sets. They 

have used both traditional as well as advanced techniques 

of classification in order to analyze the data sets. 

As stated in Abdou et al. (2016), the development of credit 

scoring models for predicting and decision making in the 

financial sector has always been associated with the 

developed countries, whilst developing countries have been 

largely neglected. Therefore, they carried out the study to 

show clearly the powerful role of credit scoring models in 

emerging economies. In their study, they have applied 

sophisticated techniques for building credit scoring models 

and compared them with the traditional techniques. 

Moradi and Rafiei (2019) put emphasis on developing a 

dynamic credit risk assessment model using data mining 

technique. Traditionally, banks have used static modelling 

frameworks to assess customer credit risks, however, the 

lack of responsiveness to the evolving economic 

environment rendered those models inefficient, especially 

in the face of concept drifts, where a portion of good 

customers fall into default (i.e., become bad customers). 

They introduced a new dynamic model that could 

accommodate changing uncertain factors as well as the 

more stable certain factors used in static models. 

III. RESEARCH METHODOLOGY 

Research methodology adopted for the current study can be 

explained as a two stage approach. At the first stage, the 

researchers used exploratory research to understand the 

current credit risk assessment mechanism of banks and the 

current trend in non-performing assets of Indian banks.  The 

second stage is followed by a quantitative analysis carried 

out to analyze the relationship between non-performing 

assets and various profitability parameters of Scheduled 

commercial banks (SCBs).  

A.   Objectives of the study 

i. To study the trend in non-performing assets and 

performance of Indian banks with respect to the 

same. 

ii. To understand the current credit risk assessment 

mechanism of Indian banks from the existing 

literature. 

iii. To analyze the relationship between non-

performing assets and different parameters of 

performance of Indian banks.  

B.   Research hypotheses 

The first research hypothesis is as follows- 

H01: There is no significant effect of NPA on RoE. 

Sub hypotheses: 

H01.1: there is no significant impact of GNPA on RoE. 

H01.2: there is no significant impact of NNPA on RoE. 

The second hypothesis is as follows- 

H02: There is no significant effect of NPA on RoA. 

Sub hypotheses: 

H02.1: there is no significant impact of GNPA on RoA. 

H02.2: there is no significant impact of NNPA on RoA. 

The third hypothesis is as follows- 

H03: There is no significant effect of NPA on NIM. 

Sub hypotheses: 

H03.1: There is no significant impact of GNPA on NIM. 

H03.2: There is no significant impact of NNPA on NIM. 

C.    Statistical technique used in the current study 

Multiple regression is one of the widely used statistical 

techniques for analyzing cause-effect relationship that may 

exist between dependent variable and independent variables 

considered in a particular study. The analysis also helps 

identifying the independent variables that are most relevant 

in predicting the values of a dependent variable. It can 

simultaneously deal with both quantitative and categorical 

variables. 

The general form of a multiple regression model is given as 

                                       +   

Where,   is the dependent variable,   ,              ,   are 

the independent variables,    is the intercept ,     

    ................,    are partial regression coefficients and   is 

the error term or the residual term. 

One of the basic assumptions of multiple regression model 

is that the mean or expected value of   is zero. A 

consequence of this assumption is that the mean or 

expected value of y, denoted E(y), is equal to         

                            The equation that describes how 

mean value of y is related to   ,              ,   is called the 

multiple regression equation. 

Multiple Regression Equation: 

E(y)                                      

The estimated multiple regression equation is given by 
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 ̂ =                                   

where  ̂ is the predicted value of the dependent variable y, 

  is the intercept and    are the partial regression 

coefficients. 

Statistics associated with Multiple Regression: 

Multiple R: the multiple correlation co efficient, R, is 

defined as the simple correlation co efficient, r, between the 

observed value of y(dependent variable) and the predicted 

value of y. 

Coefficient of multiple determination: The strength of 

association in multiple regression is measured by the square 

of the multiple correlation coefficient,    , which is also 

called the co efficient of multiple determination. 

Adjusted   :     coefficient of multiple determination, is 

adjusted for the number of independent variables and the 

sample size to account for diminishing returns. After the 

first few variables, the additional variables don’t make 

much contribution.                                                                                   

F- test: The F-test is used to test the null hypothesis that the 

coefficient of multiple determination in the population is 

zero. The null hypothesis to be tested is  

Ho:    =    =   = ......... =    = 0.  

The test statistic has an F distribution with p and (n-p-1) 

degrees of freedom. 

t-statistic: A t-statistic can be used to test the null 

hypothesis that no linear relationship exists between the 

dependent and independent variable. 

Standard error: The standard deviation of the regression 

coefficient is called the standard error. 

Residual:  A residual is the difference between the 

observed value of the dependent variable and the predicted 

value of the dependent variable. 

p-value:  The p-value is the probability of rejecting the null 

hypothesis.  

D.   Source of data  

For the current study, secondary data pertaining to a period 

of 10 years, from 2009-2019 have been collected from 

annual reports of banks published by Reserve bank of India. 

      IV. RESULTS AND DISCUSSIONS 

For analysis of the data multiple regression technique is 

used and the analysis is performed using Microsoft excel.  

The general form of a multiple regression model is:  

                                                +   

For data analysis the following parameters are considered: 

 

Source: RBI annual reports on trend and progress of Indian 

banking. Compiled by the researchers. 

First hypothesis and interpretations 

For the first hypothesis, i.e., H01, the results of the analysis 

can be summarized as follows: 

 
 

The value of R square obtained in the analysis of the first 

hypothesis, is 0.965(96.5%). The value of R square always 

lies between 0 and 1, and as it approaches 1, it can be 

interpreted that the proportion of variability in the 

dependent variable can be explained by the estimated 

multiple regression equation. In the current study the value 

of R square is approaching the higher range and therefore, it 

can be interpreted that, the independent variables 

considered under the study are highly significant enough to 

explain the variability in the dependent variable. 

The value of Adjusted R square is 0.955(96%). This value 

indicated that, all the independent variables are equally 

helpful in predicting the variation in the dependent variable. 

Individual effects of the independent variables are highly 

significant. 

The calculated value of the F statistic for the first 

hypothesis is F=95.91, with 2 (numerator) and 7 

(denominator) degrees of freedom. The calculated F 

statistic exceeds the tabulated or critical value of F statistic 
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which is 4.74, therefore, it can be interpreted that the 

relationship between dependent and independent variable is 

significant. Hence, we can reject the null Hypothesis in 

Hypothesis 1 which stated that, the regression relationship 

between dependent and the independent variables is not 

significant. Symbolically,  

Ho:    =    =   = ......... =      0 

The p-value associated with GNPA (p=.0001) for H01.1, is 

significant at 5% level of significance as p<.05 and the p-

value associated with NNPA (p=0.07) for H01.2, is 

significant at 10% level of significance as p<.10. Therefore, 

both the hypotheses, are rejected and it can be interpreted 

that, both GNPA and NNPA have significant effects on 

RoE. 

Second hypothesis and interpretations 

For the second hypothesis, i.e., H02:, the results are as 

follows: 

 

The value of R square obtained in the analysis of the second 

hypothesis, is 0.967(96.7%). Since, the value of R square is 

approaching the higher range, therefore, it can be 

interpreted that, the independent variables considered under 

the study are highly significant enough to explain the 

variability in the dependent variable. 

Again, the value of Adjusted R square is 0.957(95.7%). 

This value indicated that, all the independent variables are 

equally helpful in predicting the variation in the dependent 

variable. Individual effects of the independent variables are 

highly significant. 

The calculated value of the F statistic for the first 

hypothesis is F=101.95, with 2 (numerator) and 7 

(denominator) degrees of freedom. The calculated F 

statistic exceeds the tabulated or critical value of F statistic 

which is 4.74, therefore, it can be interpreted that the 

relationship between dependent and independent variable is 

significant. Hence, we can reject the null Hypothesis in 

Hypothesis 2, that the regression relationship between 

dependent and the independent variables is not significant. 

Symbolically,  

Ho:    =    =   = ......... =      0 

Again the p-values associated with GNPA (p=.0008) for 

H02.1 and the p-value associated with NNPA (p=0.05) for 

H02.2, are significant at 5% level of significance as p< .05. 

Therefore, both the hypotheses, are rejected and it can be 

interpreted that, both GNPA and NNPA have significant 

effects on RoA. 

Third hypothesis and interpretations 

For the third hypothesis, i.e., H03, the results are as follows: 

 

The value of R square obtained in the analysis of the third 

hypothesis, is 0.728(72.8%). In this case, it can be 

interpreted that, the independent variables considered under 

the study are just significant but not highly significant to 

explain the variability in the dependent variable. 

The value of Adjusted R square is 0.395(39.5%). This value 

indicated that, all the independent variables are not equally 

helpful in predicting the variation in the dependent variable. 

Individual effects of the independent variables are not 

significant. 

The calculated value of the F statistic for the third 

hypothesis is F=3.944, with 2 (numerator) and 7 

(denominator) degrees of freedom. The calculated F 

statistic is less than the tabulated or critical value of F 

statistic which is 4.74, therefore, it can be interpreted that 

the relationship between dependent and independent 

variable is not significant enough to reject the null 

hypothesis H03. 

Symbolically,  

Ho:    =    =   = ......... =        

Again the p-values associated with GNPA (p=0.52) for 

H03.1 and NNPA (p=0.23) for H03.2, are not significant as 

p>.05 at 5% level of significance. Therefore, both the null 
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hypotheses, can’t be rejected and it can be interpreted that, 

both GNPA and NNPA have no significant effects on NIM. 

      V. CONCLUSION 

NPAs have highly significant impact on the most important 

parameters of profitability of a bank and therefore, 

measures must be taken to lower the NPAs as much as 

possible and banks must develop efficient mechanisms to 

eradicate the adverse impact of these menaces. Credit risk 

assessment has always been the most critical and important 

factor for assessing the creditworthiness of any customer. 

The inability to precisely determine risk adversely affects 

the credit management. This in turn leads to bad credit 

decision and eventually contributes to the pool of NPAs. 

Therefore it is very important on part of the bank to have an 

appropriate credit risk assessment system in place for 

maintaining profitability and ensuring long term survival of 

a bank. It was also found in the study, that, certain factors 

are more severely affected by non-performing assets as 

compared to certain others.  

Lastly this research paper is focused on the need to reduce 

losses to the Indian banks as they gear up amidst mounting 

pressure to revive the MSME sector in a bid to keep the 

Indian economy healthy amidst the COVID – 19 pandemic. 

Reduction of NPAs will be the key to sustenance of the 

Indian economy, as it is expected that the world is going to 

go through a period of recession. Those economies that 

emerge faster will have a winning edge over other 

countries. This is one grey area that India as a country can 

be better geared up to tackle compared to other countries.  

Hence, this paper is a humble step in highlighting how 

NPAs can make the foundation of a country weak and how 

timely intervention can help an economy be prepared for a 

faster recover from a global recession compared to its 

global counterparts and competitors. 

VI. FUTURE SCOPE FOR RESEARCH 

Though areas like non-performing assets and credit risk 

assessments have been widely studied across countries, yet 

there is scope for further research. These challenges have 

been persistent for a very long time and they continue to be 

amongst the biggest challenges facing Indian banking 

sector. Therefore, in future work, efforts must be directed 

towards understanding these issues in light of the current 

trend, keeping in mind the dynamics of NPA and credit risk 

assessment. 

In most of the previous studies, NPA and credit risk 

assessment have been studied separately as two different 

subject matters. However, further research can be directed 

towards analyzing their combined effects. Again, in most of 

the literatures reviewed for the current study, it was found 

that emphasis was given on developing appropriate credit 

scoring models for credit risk assessment using data mining 

techniques, specifically in the developed countries. 

However, in Indian context, only a few models have been 

developed using advanced techniques. Therefore, further 

studies can be directed towards applying advanced 

techniques for developing credit scoring models, so that, 

challenges like, NPA can be handled in an efficient and 

effective manner. 
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