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 
Abstract: Late 2019 and a significant part of early 2020 have 

witnessed the outbreak of Coronavirus disease-19 (COVID-19) 
across the world. As a desperate attempt to control the virus 
spread, many countries are enforcing measures to restrict large 
concentration of people at one place and are implementing some 
form of contact tracing mobile application to quickly track close 
interactions between people. Furthermore, as businesses come out 
of lockdowns, they are required to record the temperature of all 
visitors and staffs that move in and out of their premises. Some 
businesses are employing medical grade contactless thermal 
imaging cameras for scanning temperature. Communication and 
sharing of information between the contact tracing application 
and thermal cameras would make an effective tool against 
COVID-19. However, there is a disconnect between the contact 
tracing applications and contactless thermal imaging solutions 
because they employ different communication stacks, platforms, 
data formats, and protocols. Furthermore, any kind of 
middleware to mediate between the cameras and the mobile 
applications would render the solution useless because of the 
induced latencies. In this paper, we are proposing to virtualize the 
communication between the cameras and mobile applications so 
that they could communicate and interoperate over a common 
protocol stack. We further model and simulate the proposed 
virtualized communication algorithm, under various topologies 
and configurations to comprehensively evaluate the performance, 
scalability, and deployment feasibility. The simulation aptly and 
efficiently evaluates the results for latency, energy, and bandwidth 
consumption parameters. 

Keywords : Cloud, COVID-19, Fog computing, Virtual devices 
and protocols.  

I. INTRODUCTION 

Emerging technologies are being deployed across the 

world to fight the COVID-19 pandemic [1]. From Malaysia to 
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Korea to China and to most of Europe, contact tracing 
applications are being deployed to exchange Bluetooth 
beacons between mobile phones in order to measure close 
proximity between the people. Towards this, Apple and 
Google have also decided to collaborate and develop a 
common Software Development Kit (SDK) to enable iOS and 
Android devices to communicate and exchange Bluetooth 
information with each other [2]. Singapore has launched an 
app known as “TraceTogether” [3]. The app is designed to 
use Bluetooth technology to detect close proximity between 
individuals so that they could stay informed and quarantine 
themselves if someone in close proximity were to be tested 
positive of COVID-19. Malaysia has implemented a similar 
technology that combines  GPS location along with the 
Bluetooth beacons in their “GerakMalaysia” applications [4]. 
Many European countries are also exploring similar options 
for their citizens. Hong Kong has adopted a slightly different 
approach with a RFID wristband that is linked to a 
smartphone app, where the app has the ability to inform 
authorities if a geofence has been breached [5]. South Korea 
has employed the data correlation approach between Credit 
Card transactions, smartphone GPS information, CCTV 
footage and manual data from physical interaction with 
people [1]. On top of contact tracing, most countries have 
taken heed of World Health Organization (WHO) guidelines 
[6] for post lockdown business continuity and have mandated 
regular body temperature measurements of visitors for up to 3 
months of records. The manual contact intensive process of 
log keeping and temperature measurements with a 
thermometer is not a very practical approach. Hence, a lot of 
businesses have adopted the use of thermal imaging cameras 
with facial recognition capabilities to identify people, 
measure and record temperature information that can 
conveniently be retrieved on as and when needed. An 
integrated solution, which combines facial recognition, 
thermal imaging and contact tracing would be a formidable 
solution to combat the uncontrolled spread of COVID-19. 
However, contact tracing applications operate in the 
application layer domain, while the thermal imaging cameras 
from different vendors employ their own platforms. It is 
virtually impossible for the two domains to interoperate 
unless some form of standardization is done. 
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 The use of mediators such as  middleware or a gateway 
would induce too much latencies and would not be effective 
enough for the authorities to respond to the crisis [7][8][9] in 
real-time. This problem is not unique to the current 
technology landscape for COVID-19. In fact, these 
interoperability issues have been incommodious for most 
Internet of Things (IoT) deployments.  

Just like the thermal camera, which can be classified as a 
constrained device [10], IoT deployments have been 
employing Sensors and Actuators as constrained devices 
within their architecture shown in Fig. 1. The bottom-most 
layer of the architecture is where the constrained devices 
reside, and they have the capability to either directly 
communicate with their cloud-based IoT backend or they may 
communicate through an intermediary gateway. Gateways are 
typically less constrained devices [10]. Application 
communicates through the IoT backend if they need any 
information from the constrained devices. The IoT backend, 
brokers the data on behalf of the application if the constrained 
device is active or responds with an error i.e. the device is 
unreachable.  In the context of contact tracing applications, 
the constrained devices are Bluetooth sensors, GPS sensors 
and wristbands, while the gateway is the individual’s 

smartphone device. In the context of thermal imaging system, 
the camera and their PTZ motors are the constrained devices, 
while the embedded computer that they connect to is their 
gateway. The typical IoT architecture of Fig. 1 has been 
widely employed across all types of IoT deployments. Even 
though most IoT deployment follows the same architecture, 
their execution of the IoT backend couldn't be more 
heterogeneous. As a matter of fact, to-date there have been 
more than 300 variations of the IoT backend from different 
vendors and product types [11]. The variations of the IoT 
backend renders one IoT deployment incompatible with the 
other. 

 
Fig. 1. Reference IoT Architecture 

In order to manage the constrained devices and 
heterogeneous IoT architecture, we are proposing to 
virtualize the devices and their communication stacks. Virtual 
devices would no longer be physically constrained and would 
not need to depend on the IoT backend for communication. 
This will enable exchange of information between systems, 
resulting in a more useful tool for combating the COVID-19 
crisis. 

II.  DEFINITION OF A CONSTRAINED DEVICE 

Constrained devices, as the name suggests, are limited 
capability devices. They are usually deployed as leaf nodes of 

an IoT network to perform the highly specialized task of 
either sensing or actuating [12].  Due to their specialized 
nature, they are usually constrained for power so that they can 
be deployed remotely. They also have limited processing, 
memory and storage abilities to reduce unnecessary costs. 
Most constrained devices operate in vulnerable radio 
conditions with minimal human intervention and highly 
asymmetrical link characteristics. The Internet Engineering 
Task Force  (IETF),  in RFC 7228 [13] has classified the 
constrained devices into 4 main classes. Class 0 represents 
devices that are very constrained on memory and CPU 
capabilities, hence they can’t directly communicate over the 

Internet without the help of a gateway. Class 1 devices are 
quite constrained in code-space; hence they are unable to 
employ a TCP/IP based communication stack. Class 2 devices 
are mostly energy-constrained devices that can't operate for 
long periods without recharging. They also need 
energy-efficient operating systems and protocol stacks. 
Finally, Class 3 and beyond devices may have energy 
constraints but are not limited by processing ability or any 
specific type of protocol [10]. Thermal imaging cameras and 
wristbands would typically belong to Class 0 because they 
don’t have much computation capabilities and communicate 

to the attached servers over proprietary protocols.  Due to the 
capabilities of the smartphones, Bluetooth sensors and GPS 
sensors would normally be classified as Class 2 constrained 
devices. 

III. EXISTING RESEARCH FOR MANAGING 

INTEROPERABILITY ISSUES 

Interoperability related research has been the focus of many 
researchers. There have been many attempts and proposals 
both by the industry and academia. In several cases, there 
have also been joint efforts with the device vendors to unify 
communications between constrained devices. 
Interoperability related research can be largely classified into 
the following major area: 
 Architecture and Platform Standardizations: IoT backend 

standardization has been the focus of many researchers 
[14][15][16][17]. They have proposed Application 
Program Interfaces (APIs) between IoT platforms and 
backends to interoperate. This is a great step towards 
interoperability but has its own limitations. Firstly, APIs 
syntaxes are predefined and do not carry and semantics 
information, resulting in interoperability between 
platforms from within the same vertical industry. 
Secondly, such integrations would enable the IoT 
backend to security vulnerabilities and hence, deter many 
from making such partnerships. Finally, even after 
successful integration, there is no actual device to device 
communication. Platform to platform integration only 
enables data exchange. 

 MAC Layer Standardizations: research in this area focuses 
mainly on enabling interoperability at the MAC layer by 
either standardizing the MAC protocols or by proposing 
a handful of low-power optimized MAC alternatives for 
constrained devices [7][18][19][20].  
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There is a fundamental flaw in these proposals, as any 
form of adoption would require proper certifications and 
large vendor alliances. Most vendors would prefer to stay 
out because of the involved costs and furthermore, they 
can offer differentiated services if they don’t conform to 

alliances. 
 IP Layer Standardizations: research at the IP layer is 

largely focused on low-power, small-footprint TCP/IP 
protocol adaptations for constrained devices 
[21][22][23][24]. This is a great idea for achieving 
interoperability through IP. However, most Class 0 and 
Class 1 devices would not be able to adapt these 
protocols due to constrained code-space and processing 
capabilities. Hence, this will offer interoperability 
solutions for only a handful of Class 2 devices. 

 Infrastructure Assisted Standardizations: research in this 
area have focused mainly on emerging technology such 
as Software Defined Networks (SDN) and Network 
Function Virtualization (NFV) [25][26][27]. SDN 
approach to interoperability is by splitting the data plane 
from the control plane. SDN proposes data abstraction 
from the device and hence it enables interoperability at 
the data layer. This solves the problem for data exchange 
between sensors, but it does not solve the problems faced 
by actuators. Furthermore, if the device itself is 
abstracted, it becomes impossible to manage the devices 
and this is very critical for remote IoT deployment 
scenarios. 

 Sensor Data Virtualization: the latest research trend is 
focused on the virtualization of sensing nodes so that 
their data is always available on the cloud [28][29]. This 
approach again suffers from the same limitations of the 
SDN approach. 

Our approach to solving interoperability issues builds on 
top of the sensor virtualization approach but it extends the 
concept of virtualization to actuators and their network. The 
approach, termed as Constrained Device Virtualization 
Algorithm (CDVA) is detailed in the following sections. 

IV. CDVA OPERATIONS 

The first step in virtualizing a constrained device is to 
identify its physical characteristics that are critical to be 
implemented as a software instance. The critical 
characteristics that define a constrained device are as follows: 
 Device ID: this is a unique address assigned to a device like 

the camera or the wristband or any other sensor deployed 
in the contact tracing apps. The ID does not need to be 
standardized as long as the device gateway is able to 
identify the constrained device with the help of this ID. It 
will be used to eventually maintain map between 
protocols. 

 Device IP: this is the IP address of the constrained device if 
it supports TCP/IP stack. 

 Gateway ID: this is a unique ID of the constrained device 
gateway. In the case of the contact tracing apps, the 
gateway would be smartphone while, in the case of 
thermal cameras, the gateway would be its embedded PC 
for image processing. 

 Gateway IP: this is the IP address assigned to the gateway 

for two-way communication. 
 Device Physical Architecture: these characteristics define 

the processing capabilities of the constrained device. It is 
not a must to know this but will be useful for protocols 
like virtual SNMP. 

 Device Resource Utilization: these parameters could 
include CPU utilization, memory utilization, battery 
utilization. They are helpful parameters to determine the 
status of the constrained devices. 

 Data/Status/Service/Network Streams: these parameters 
are continuously synchronized between the constrained 
device and the virtual device. They help to define the 
behavior of the virtual device. The status stream will also 
be used to perform cleanup if the device leaves the 
network or is down. In the case of contact tracing apps, 
the data streams would comprise of GPS and Bluetooth 
beacon data, the status stream would determine if the 
device is reachable, service streams would instruct the 
virtual device to behave like a GPS and Bluetooth. 
While, the network stream would carry the latency and 
throughput information. In case of the case of thermal 
imaging cameras, the data streams would comprise of 
high-fever triggers, motion triggers and facial 
recognition data, status streams would represent if the 
cameras are up, service streams would dictate the 
capabilities of the virtual camera and the network stream 
would carry latency and throughput information to the 
virtual device. 

Once the constrained device characteristics have been 
identified, the second step is to virtualize the physical devices 
based on Fig. 2, where the physical attributes layer represents 
the physical characteristics of the constrained device like 
GPS, Bluetooth, RFID, etc. The Software Process layer 
contains software codes that can be executed on-demand as 
they are executed on the actual physical device. The runtime 
environment mimics the communication system of the 
physical device in the virtual domain. The API layer is 
essentially the interface for interacting with the virtual 
devices. 

Fig 2. System Architecture of Virtual Constrained 
contact tracing and thermal imaging devices 

The third step, after representing a physical device as a 
virtual device involves the assignment of IP addresses to the 
virtual device so that it can communicate over the Internet. 
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 As soon as the virtual device is created, the host virtual 
machine creates a virtual communication interface to broker 
an IP address from addressing servers within the network. 
Once the address has been assigned, the device becomes 
reachable over the network with its IP address. The last step is 
more of a bookkeeping step where the host virtual machine 
maintains the IP address to device ID binding for management 
purposes.  

The binding solves two purposes, firstly, it allows the IP 
traffic to be routed back to the physical device if required and 
secondly, it is used for clean-up process once the physical 
device leaves the network or becomes unreachable. The 
flowchart incorporating all the steps is illustrated in Fig. 3. 

 
Fig 3. CDVA Flowchart Illustrating the Four Steps for 

Virtualizing Constrained Devices 
The virtualized constrained device can be easily adopted in 

the reference IoT architecture with minor changes to the IoT 
Backend. Additional capabilities on the IoT backend would 
require it to support the CDVA algorithm and host some new 
APIs for the virtual devices to be accessible by the 
applications. It wound also need to support virtual device 
control and management functions. The constrained device 
gateways would need to collaborate with the IoT backend 
through APIs to transmit data, status, service and network 
streams on behalf of the constrained devices. Fig. 4 shows 
how the constrained device from the contact tracing app and 
thermal imaging cameras will exist within the reference IoT 
architecture. The constrained devices form the bottom-most 
layer of the architecture, their gateways act as an intermediate 
layer to the IoT backend, while the IoT backend hosts the 
virtual instances of the constrained devices. 

 
Fig 4. Virtual constrained devices within the IoT 

architecture 

V. APPLICATION MODEL OF THE INTELLIGENT 

COVID-19 APPLICATION 

The Intelligent COVID-19 application model for 
simulation is presented in Fig. 5. Camera, embedded 

processors, smartphones and wrist bands are the physical 
devices within the model. There are five main types of data 
streams or edges in this model. They are described as follows: 
 Image streams: these are raw images captured by the 

thermal sensors for processing in the embedded 
processor. 

 Fever trigger streams: these are processed thermal images 
of individuals with a high fever at that moment. 

 GPS location stream: these are continuous location and 
point of interest information gathered by the GPS 
sensors. 

 BLE beacon streams: there are signals emitted by 
Bluetooth to uniquely identify a smartphone. These 
beacons are picked up by other devices to determine the 
close proximity of one mobile phone to another. 

 ID stream: this is a unique ID of a person stored in a 
database somewhere on the cloud. This ID can be read by 
readers to determine the identity of an individual. 

The requirements for the intelligent COVID-19 application 
is to geotag every fever trigger image and combine it with a 
unique ID from the wrist band or BLE beacon so that the 
individual with high fever can be identified immediately and 
can be quarantined. Furthermore, every other person they 
have been in contact with can also be notified through the 
contact tracing app. In order for this to happen, all physical 
devices must be able to communicate with each other in 
real-time. 

 
Fig 5. Application Model of the Intelligent COVID-19 

Application.  

VI. SIMULATOR CONFIGURATIONS 

The application model is simulated over 3 hours, for 100 
cameras, 100 smartphones and 100 RFID wristbands. Link 
characteristics between physical devices follow the WiFi 
model and the constrained devices have been virtualized in a 
Fog/edge computing environment to minimize latency 
between physical and virtual devices. The intelligent 
COVID-19 application resides in the Cloud datacenter 
connected over the Internet. Table 1 describes the edges of the 
intermediate modules for simulation. Table 2 describes the 
deterministic transmission frequency configurations of all the 
sensors within the smartphone and the RFID wristband. 
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TABLE- I: Edges of Intermediate Modules 

Type 
CPU 

Length 
NW 

Length 
IMAGES_STREAM 1000 20000 
FEVER_TRIGGER 2000 2000 
GPS_STREAM 1000 100 
BLE_STREAM 500 100 
RFID_STREAM 500 100 

 
TABLE- II: Transmission Frequency 

Type 
NW 

Length 
Interval 

IMAGES_STREAM 20000 25/s 
GPS_STREAM 100 5ms 
BLE_STREAM 100 5ms 
RFID_STREAM 100 5ms 

 
The simulation has been conducted over a varying 

probability of data availability in the virtual devices and the 
results are discussed in the next section. 

VII. PERFORMANCE EVALUATION 

The average end-to-end latency of IP communication and 
data retrieval from the constrained devices, by the 
Cloud-based intelligent COVID-19 application, is shown in 
Fig. 6. It can be observed from the figure, that the average 
latency of the intelligent COVID-19 application reduces as an 
increasing number of data streams are found at the virtual 
devices. Average end-to-end latency approaches the 
requirements for real-time communication of 50ms around 
50% probability of data hit at virtual devices. This is because, 
for hit probability lower than 50%, the virtual devices have to 
probe the physical devices and that introduces a much larger 
end-to-end latency. It is therefore recommended to allow the 
virtual network to converge before communicating with the 
virtual devices. Typical convergence time for the network 
would depend on the data stream with the lowest transmission 
frequency. 

 
Fig 6. End-to-end Latency Experienced by Intelligent 

COVID-19 Application 
Computation latencies of application model edges are 

shown in Fig. 7 where the longest computation time is 
required to analyze the raw thermal images for fever. The next 
most computation-intensive virtual processes are the GPS 
coordinates to location computation and processing of images 
for further analytics. The last two edges are not that 
computation heavy. An interesting observation here is that 
average computation latencies are not really affected by the 
hit probability.  

 
Fig 7. Computation Latency Experienced by Different 

Application Edges 
Deployment of virtual devices on the Fog/Edge or the 

Cloud computation nodes would incur extra energy 
requirements. Fig. 8 shows the graph to energy 
consumption on intermediate nodes and also explores the 
cost of execution on the Cloud in the form of millions of 
instructions, which will eventually translate to cost of using 
Cloud computing resources in actual deployments. It can 
be observed from the figure that changes in the hit probably 
does not have any significant effect on the energy 
consumption in intermediate network nodes. However, in 
order to run the CDVA, the Fog/Edge nodes have to invest 
in about 14 Megajoules of energy over the period of 
simulation. It can also be concluded from the figure that 
cost of execution on the Cloud reduces as the hit 
probability increase because the intelligent COVID-19 
application can get the response much faster and has to 
execute for a shorter period of time. 

 
Fig 8. Energy Consumption in Network Nodes and Cost 

of Execution in Cloud 
Fig. 9 shows the total network bandwidth utilization over 

increasing hit probability. It can be observed from the 
figure that the overall bandwidth requirements are lower 
when the hit probability is higher. This is predominantly 
due to the fact that there is a lesser need to communicate 
with the physical devices when the virtual devices are able 
to supply the required data instantly. 

 
Fig 9. Network Bandwidth Utilization 
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VIII. CONCLUSION 

Lack of interoperability between physical devices from 
different manufacturers is limiting the ability of governments 
to effectively combat the COVID-19 pandemic. In this paper, 
we, therefore, propose the CDVA algorithm that has enough 
potential to successfully resolve these interoperability issues 
by virtualizing the constrained physical devices and their 
communication protocols.  

A virtual device is no longer constrained by physical 
limitations and can manifest itself within a Fog/Edge-based 
architecture or even on the Cloud datacenters. The virtual 
device would leverage on the available computation to 
support virtual versions of the standard communication 
protocols. The simulation results show that, with sufficient 
convergence of the virtual device network, the much needed, 
real-time communication can be achieved between devices 
present in the intelligent COVID-19 application. CDVA does 
introduce higher energy consumption on Fog/Edge devices 
and that could be considered for further research aimed to 
design application scheduling algorithms for Cloud and 
Fog/Edge-based architectures.  
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