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INTRODUCTION

On 31st December 2019, COVID-19 caused by coronavirus 
was reported and began to spread in Wuhan, China.1 It be-
came an epidemic that turned into a pandemic all over the 
world. The world was not ready to fight against this virus 
and the hospitals all over the world were full of corona virus-
infected patients who needed treatment and so much care. 
Despite the policies and safety measures taken to control the 
spread of COVID-19, it has resulted in more confirmed and 
death COVID-19 cases all over the world to date possess-
ing a serious health threat to the whole world. Unfortunately, 
there is no drug to treat COVID-19. Hence, the current treat-
ment of COVID-19 focuses on supportive care and symptom 
relief.2 

The COVID-19 particles are spherical in shape and the outer 
layer is made up of spike protein (lipid) and those spikes 
bind onto the host cell (human cell). Then it undergoes a 

structural change allowing the viral membrane to fuse with 
the cell membrane. This is how viral genes enter the human 
cell and produce more viruses.

Figure 1: Structure of novel corono virus-2 which cause 
COVID-19. 

IJCRR
Section: Healthcare

ISI Impact Factor 
(2019-20): 1.628

IC Value (2019): 90.81
SJIF (2020) = 7.893

Copyright@IJCRR

ABSTRACT
Introduction: Classification is one of the most important research and applications of machine learning techniques. Research 
in the area of human-machine interaction and machine learning contributed to the success of Chatbots. 
Objective: This research concentrates on some of the most important developments in machine learning classification research 
and the issues of Coronavirus Disease 2019 (COVID-19). Since December 2019,  COVID-19 has been causing a massive health 
crisis all over the world resulted in 5,418,237 confirmed and 344,201 death COVID-19 cases to date (24.05.2020). Clinical ex-
perts say that COVID-19 patients to be diagnosed in early-stage to save their lives. 
Methods: This study attempted to detect COVID-19 patients who can recover from the disease, using machine learning tech-
niques, so that suitable treatment can be given to the patients to save their lives. Support Vector Machines (SVM), Artificial Neu-
ral Network (ANN), Decision tree, K- Nearest Neighbors (KNN), Random Forest and Logistic Regression algorithms are used to 
evaluate the classification performance. 
Result and Conclusion: In this paper, a Chatbot was developed using the best algorithm evaluated to serve the society suffer-
ing from COVID-19.
Key Words: Machine learning algorithms, Chatbot, Classification, Feature Extraction
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Figure 1 represents the structure of a 2019-nCoV particle 
which is spherical and has an outer layer made up of spike 
protein. We need a survival analysis, to find out whether 
the COVID-19 patient will survive or not to treat them ef-
ficiently. Plenty of data related to COVID-19 is available 
today. Hence, we need machine learning algorithms to make 
computers learn from data 3 and perform the survival analy-
sis (classify the survivors and non-survivors) for COVID-19 
infected patients. 

In this research, using the data, different methods have been 
proposed for treating survival analysis as a classification 
problem. Therefore, different machine learning classifica-
tion algorithms such as artificial neural network, K-nearest 
neighbours, decision tree, random forest, logistic regression 
and support vector machine have been studied and used to 
construct data-driven modelling, classification and survival 
analysis. Finally, a Chatbot is developed using a high-perfor-
mance algorithm. 

LITERATURE SURVEY

The study of data (data analytics) using machine learning 
techniques has become an active research field. To auto-
mate the prediction process and to improve the quality of 
predictions, machine learning plays a great role. Several 
machine learning algorithms have been used to deal with 
real-world data. Over the past few years, some machine 
learning algorithms such as ANN, KNN, decision tree, 
random forest, logistic regression and SVM have been 
studied and proved to be effective for data analytics.4-6 In 
addition to that, these algorithms have been greatly im-
proved. 

Artificial Neural Networks are a promising alternative to 
various conventional classification methods. Learning and 
generalization is the most important area in neural network 
research.7-12 K-nearest neighbor is the simplest classifica-
tion algorithm that can be used even there is no or little 
prior knowledge about the distribution of the data.13,14 The 
decision tree is one of the predictive modelling approaches 
used in machine learning which faster and efficient com-
pared with other machine learning algorithms.15,16 A group 
of decision trees functions together as a committee forms 
the random forest classification algorithm. The concept be-
hind the random forest classification algorithm is simple 
but powerful. A group of unrelated models (trees) function-
ing as a committee will outperform any of the individual 
constituent models.17 Logistic regression with the help of 
the maximum likelihood method designs the best-fitting 
curve to maximize the probability of classifying the recog-
nized data into a proper division.18 SVM is a nonlinear and 
effective technique to classify all kinds of datasets. SVM 
has been proved to be efficient to construct data-driven 

modelling, classification and fault detection due to its bet-
ter generalization ability and non-linear classification abil-
ity. It has been widely used for fault detection, classifica-
tion of problems such as the face, object and text detection 
and categorization, information and image retrieval, etc. 
Among these, SVM is highly efficient to classify all kinds 
of data sets.4 Finally, the need for human-machine inter-
action combined with machine learning helped to revival 
the Chatbots.19 Recently many authors have pointed out 
the lack of proper comparisons between Machine learning 
techniques.20-23

MATERIALS AND METHODS 

Since December 2019, a massive amount of data related 
to COVID-19 has been collected from a database (Kaggle) 
which is used to perform this research. Various features such 
as patient’s age, sex, duration of confirmation (in days), sys-
temic weakness, cough, discomfort, headache, fever, fatigue, 
diabetes, heart disease, respiratory disease, etc. are taken into 
consideration. The dataset is split into train and test sets. The 
train set is used to train and the test set is used to test the 
machine learning algorithms.

COVID-19 DATASET

Dataset-description 
The dataset regarding the COVID-19 has been taken from 
open source Kaggle online repository. This repository con-
sists of various combinations with different dimensions. Our 
experimented dataset, Admit Symptoms Discharge Summa-
ry (ASDS), totally has 13175 patient records. The features 
consist of age, gender, symptoms, travel exposure, chronic 
disease history and outcome. The dataset is divided into two 
major divisions such as patients recovered and died. In this 
research, this categorization is taken into consideration for 
the classification task. 

These features are used as the learning variables by the clas-
sifiers. Before getting into the training task there should be a 
pre-processing step to make the dataset as standard normally 
distributed data.

Preprocessing
One of the common requirements for many machine learn-
ing estimators is the Standardization of the dataset.  Because 
they might behave badly if the features are not standard nor-
mally distributed data (e.g. Gaussian with 0 mean and unit 
variance). For instance, many elements used in the objec-
tive function of a machine learning algorithm assume that all 
features are centred around 0 and have variance in the same 
order. If a feature has a variance that is orders of magnitude 
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larger than others, it might dominate the objective function 
and make the estimator unable to learn from other features 
correctly as expected. Standardize features by removing the 
mean and scaling to unit variance. 

The standard score of sample x is calculated as equation 1:

	

x uz
s
−

= 	 (1)

Where, u is the mean of the training samples or zero if with_
mean=False and s is the standard deviation of the training 
samples or one if with std=False.

Machine Learning Algorithms
Six machine learning algorithms such as artificial neural net-
work, K-nearest neighbour algorithm, decision tree, random 
forest, logistic regression and support vector machine are 
used in this research.12,13 

Artificial Neural Network 
Artificial Neural Networks are a promising alternative to 
various conventional classification methods. The neural 
networks learn from samples without explicitly stating the 
rules and being non-linear they solve complex problems ef-
ficiently. Learning and generalization is the most important 
area in neural network research. Learning is the ability to 
approximate the underlying behaviour adaptively from the 
training patterns while generalization is the ability to pre-
dict beyond the training patterns. The generalization is a de-
sirable and important feature because the common use of a 
classifier is to produce a good prediction on new or unknown 
samples.18,19

K-nearest neighbours 
K-nearest neighbours are the simplest classification algo-
rithm that can be used even there is no or little prior knowl-
edge about the distribution of the data. The performance of a 
KNN classification algorithm is determined by the choice of 
k and the distance metric applied. 

Decision tree
It is one of the predictive modelling approaches used in 
machine learning. A decision tree was named after its 
tree structure, where each node represents a test and each 
branch represents an outcome of the test. Each leaf (ter-
minal) node represents the class label. The decision tree is 
faster and efficient compared with other machine learning 
algorithms. In this research, the decision tree classifica-
tion algorithm obtains better accuracy, precision, recall 
and f1-scope comparing with other machine learning al-
gorithms used. Figure 2 represents an example of a deci-
sion tree.

Figure 2: A Decision tree.

Random forest
Random forest, as its name denotes, has a large number of 
individual decision trees that act as an ensemble. Each deci-
sion tree in the random forest has its class prediction and the 
class with more votes becomes the prediction of the random 
forest. The concept behind the random forest classification 
algorithm is simple but powerful. A group of unrelated mod-
els (trees) functioning as a committee will outperform any of 
the individual constituent models.15-17

Logistic regression 
Logistic regression is used to analyse the dataset and predict 
binary and categorical outcomes. The outcome is based on 
one or more independent variables. Logistic regression with 
the help of the maximum likelihood method designs the best-
fitting curve to maximize the probability of classifying the 
recognized data into a proper division. Logistic regression 
regulates the impact of various autonomous variables that 
are conferred at the same time and predicts any one of the 
two independent categories of variables as an outcome.17,18

Support vector machine 
SVM is a non-linear and effective technique to classify all 
kinds of datasets. Fault detection can also be done using SVM 
as a special classification problem involved in the model-
based method and data-based method. With the help of the 
cross-validation technique, the parameters are optimized and 
the performance of the classification is enhanced.19,20

Performance measure
The performance of these six algorithms has been measured 
in terms of some performance measures such as accuracy, 
confusion matrix, recall, precision and f1-score.

Confusion matrix
The confusion matrix is a performance measurement for ma-
chine learning. It is a table with four different combinations 
predicted and actual values as shown in Figure 3.
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Figure 3: Confusion matrix

True positive (TP) is what you predicted positive and it is 
true. True negative (TN) is what you predicted negative and 
it is true. False-positive (FP) is what you predicted positive 
and it is false. This is called a type 1 error. False-negative 
(FN) is what you predicted negative and it is false. This is 
called a type 2 error. The confusion matrix is used to measure 
recall, precision and f1 score. 

	 Re TPcall
TP FN

=
+

	 (2)

	 Pr TPecision
TP FP

=
+

	 (3)

	
2*Re *Pr1

Re Pr
call ecisionF score

call ecision
− =

+ 	 (4)

Equation  2,3 and 4 are used to find recall, precision and f1-
score values from the confusion matrix. The cross-validation 
technique is used to optimize the classifiers’ hyper-param-
eters, to increase the performance of the classifiers to their 
best.20-22 

Chatbot
The need for human-machine interaction combined with 
machine learning contributed to the revival of chatbots. Re-
search and development in this field contributed to the in-
troduction of chatbots on social media. In this research, a 
chatbot is developed using a machine learning algorithm, a 
decision tree (an algorithm that outperforms the other five 
algorithms used in this research). The results confirm the 
effectiveness of the proposed approach to human-machine 
interaction.21, 22

RESULTS AND DISCUSSION

To test the efficiency of different machine learning algo-
rithms, ANN, KNN, decision tree (DT), random forest (RF), 
logistic regression (LR) and SVM have been used to analyse 
the COVID-19 related data set. Their performance has been 
monitored individually and compared in terms of some per-
formance measures such as accuracy, precision, recall and 
f1-score.

Table 1: Analysis of different machine learning algo-
rithms

Accuracy Precision Recall F1-Score

SVM 0.8 0.64 0.8 0.71

ANN 0.7 0.75 0.7 0.72

DT 0.8 0.9 0.8 0.82

KNN 0.6 0.6 0.6 0.6

LR 0.7 0.75 0.7 0.72

RF 0.8 0.64 0.8 0.71

Table 1 represents the analysis of different machine learning 
algorithms. For this COVID-19 survival analysis, the accu-
racy of  SVM, ANN, decision tree, KNN, logistic regression 
and random forest are 0.8, 0.7, 0.8, 0.6, 0.7, 0.8 respectively. 
The precision values for SVM, ANN, decision tree, KNN, 
logistic regression and random forest are noted to be 0.64, 
0.75, 0.9, 0.6, 0.75, 0.64 respectively. The recall values for 
SVM, ANN, decision tree, KNN, logistic regression and ran-
dom forest are 0.8, 0.7, 0.8, 0.6, 0.7, 0.8 respectively. The 
f1-score values for SVM, ANN, decision tree, KNN, logistic 
regression and random forest are 0.71, 0.72, 0.82, 0.6, 0.72, 
0.71 respectively. 

Figure 4: Performance of different machine learning algo-
rithms.

Figure 4 represents the performance of different machine 
learning algorithms. From figure 4, it is clear that for this 
COVID-19 survival analysis problem, the decision tree clas-
sifier algorithm outperforms KNN, ANN, SVM, random for-
est classifier and logistic regression. From the result, it is 
concluded the decision tree classifier algorithm is of good 
predictive ability.

Future works
•	 Machine learning algorithms can be applied to study 

and analyse the COVID’19 related data and medicines 
to find better medicine for the corona virus

•	 Design of an efficient machine learning algorithm
•	 Improvement on Decision Tree
•	 Improvement of COVID’19 Database.
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CONCLUSION

World Health Organization has characterized the COVID-19 
situation as a pandemic. Hence, Preventive measures should 
be taken as soon as possible. This research has presented a 
focused study of several important recent developments in 
Machine learning techniques for COVID’19 related classi-
fication problems. These include Support Vector Machines, 
Artificial Neural Network, Decision Tree, K-Nearest Neigh-
bours, Random Forest and Logistic Regression algorithms. 
It is proved that the performance of the Decision Tree is bet-
ter than the other techniques in solving classification prob-
lems related to COVID-19. The Chatbot is designed using 
the best Machine learning technique, the Decision Tree. The 
administrators and Medical experts who have been fighting 
against COVID-19 can use the Chatbot to judge the condi-
tion of the patients to treat them suitably, save their lives and 
avoid misclassification treatment. In this research various 
Machine learning techniques are systematically evaluated 
and compared with each other. It is strongly believed that the 
multidisciplinary nature of Machine learning classification 
research produces more research activities and brings more 
fruitful results.
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